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**基于相对小波能量和小波熵的癫痫脑电信号分类**

**摘要：**

*目的*：由于脑电记录长度较长，专家对脑电信号进行人工分析非常耗时。为了区分正常、发作间期和发作期（癫痫）脑电图，必须进行适当的计算机分析。

*方法*：本文利用离散小波变换（DWT）将脑电信号分解成不同的子带，得到细节和近似小波系数。这些系数用于计算不同数据集的相对小波能量和小波熵的定量值，以选择脑电信号的特征。支持向量机（SVM）、前馈反向传播神经网络（FFBPNN）、k最邻近分类器（k-NN）和决策树分类器（DT）都用于对脑电信号进行分类。

*结果*：结果表明用支持向量机对正常人眼睁开状态（数据集A）和癫痫数据集E分类的正确率为96.25%。用k-NN分类器对正常闭眼者与癫痫数据集E的分类准确率为83.75%。使用FFBPNN区分发作间期数据集C与发作期数据集E以及发作间期数据集D与发作期数据集E时，分别获得97.5%和97.5%的相似精度。这些精度比之前公布的结果要高得多。在本文的最后一节中，对结果进行了详细的讨论。

*结论*：我们的实验结果表明，该方法为脑电分类，特别是对发作间期数据（C，D）和发作期数据（E）的分类提供了较高的统计参数。这些实验表明，该方法可用于癫痫相关脑电信号的分析和检测。

**关键词**：脑电图（EEG），离散小波变换（DWT），小波熵（WEN），支持向量机（SVM），人工神经网络（ANN），k最邻近算法（k-NN）

**介绍：**

人类大脑的神经活动始于产前发育的第17至23周。人们认为，从这个早期和整个生命周期，大脑产生的电信号不仅代表大脑的功能，而且也代表整个身体的状态。脑电图（EEG）是一种无创性的检测方法，它包含了许多关于病人健康状况和大脑不同生理状态的信息。它可以在很长一段时间内被记录下来，用于监测神经系统疾病，如癫痫发作，但这些记录并不是永久性的。这些脑电图记录由训练有素的专业人员肉眼检查，以检测癫痫发作。然后这些信息将用于临床诊断和可能的治疗计划。

世界上约有1%的人口患有癫痫，这是一种正常大脑功能的紊乱，其特征是大脑结构中大量神经元存在异常同步放电。癫痫发作是癫痫的表现，这是由于大脑皮层突然进行同步神经元放电，并被脑电图记录下来。癫痫发作可能在大脑局部发生（部分行癫痫发作），这仅见于脑电记录的几个通道；也可能波及整个大脑（全身性癫痫发作），这在脑电记录的各个通道均可见。临床神经学家在日常工作中通常检查发作间期的短记录（通常为20分钟记录）。发作间期最常见的形式是单个或孤立的尖峰、尖波和尖峰波以及复合波。大多数癫痫患者都有这种感觉。因此，发作间期的检测在癫痫的诊断中起着至关重要的作用。然而，在一次孤立的发作中，大脑并没有出现临床发作。在发作期观测到一种不同的EEG模式，它包括各种频率的节律波形、多点刺激活动、低幅度去同步以及尖峰波和复合波。

癫痫脑电检测的研究始于20世纪70年代，针对这一问题人们提出了多种方法。早期的脑电信号处理方法是基于传统的傅立叶变换和快速傅立叶变换（FFT）的，但FFT对噪声敏感。离散小波变换（DWT）具有时频局部化、多速率滤波和尺度空间分析等优点，比Fourier变换和快速Fourier变换更为方便。此外，小波变换适合于非平稳信号的分析。利用小波变换，每个脑电信号都会被分解成不同的子带。这些子带可能比整个脑电图表现出更准确的有关组成神经元活动的信息。

脑电信号可以用熵等非线性混沌方法进行分析。Andrzejak等人用相关维数（CD）表征发作间期EEG对癫痫发作的预测，发现发作间期EEG记录计算出的CD值在致痫区明显低于其他脑区。Rosso等人已经表明，归一化小波熵携带与多频率信号响应相关联的有序/无序度的信息，并且允许在整个归一化小波复杂度中评估与信号相关联的复杂度行为。Mirzaei等人讨论了小波谱熵和谱熵在癫痫发作检测中的应用。Nashash等人讨论了子带小波能量（SWE）在脑缺血缺氧损伤及恢复过程中对记录的EEG信号进行分析的应用。小波分解每个层次的SWE反映了与恢复现象相关联的峰值和突发活动的重要程度。基于对不同程度损伤的熵变化的观察，归一化平均熵可用于脑电恢复的分割。Guo等人利用不同频带的相对小波能量（RWE）对脑电信号进行分析，并用ANNs进行分类。Kumar等人讨论了使用ANNs时小波熵在癫痫发作检测中的应用。

支持向量机（SVM）最早于1995年被引入脑电信号分类问题中。Nicolaou等人采用在癫痫发作间隔期下降的置换熵（PE）作为特征，实现了基于支持向量机的癫痫发作自动检测。Hsu等人提出了一种基于非线性特征的SVML和SVMRBF分类器的脑电信号自动检测方法。Acharya等人从脑电信号中提取了四个熵特征，并将其反馈到七个不同的分类器中，结果表明，该模糊分类器能够很好地进行区分。Ubeyli等人将基于模型的方法与最小二乘支持向量机相结合，对脑电信号进行分类研究，并将毛刺系数作为特征，以达到较高的分类精度。Iscan等人提出了结合时频特征的方法并使用包括支持向量机在内的不同分类器来对健康和癫痫脑电信号进行分类。

近二十年来，人工神经网络（ANNs）在脑电信号分类中得到了广泛的应用。文献中报道了多种基于神经网络的癫痫发作检测方法。Kalayci等人利用小波变换对脑电信号进行特征提取，并与神经网络相结合，得到了满意的分类结果。Nigam等人描述了一种利用多级非线性预处理滤波器从脑电信号中自动检测癫痫发作的方法，用于提取相对尖峰幅度和尖峰发生频率这两个特征。这些特征被输入诊断人工神经网络。

本文提出了一种基于离散小波变换将脑电信号分解成不同子带的方法。从这些子带计算RWE和WEN值，形成特征向量。用5名健康人和5名癫痫患者在发作期和发作间期的临床脑电图数据对该方法进行了验证。用支持向量机、FFBPNN、k-NN和决策树分类器对脑电信号进行分类。对于数据集A和数据集E，SVM基于这些特征向量给出了最佳分类精度（96.25%）。对于数据集B和数据集E，k最邻近分类器给出了83.75%的分类精度。对于数据集C、D，FFBPNN分别给出了最佳分类精度（97.5%）。其中A和B分别是正常受试者眼睛睁开和闭上条件下的数据集，而C，D，E分别是癫痫发作间期和发作期的数据集。论文的结构如下, 第二节简要介绍了离散小波变换的基本理论。第三节讨论了数据集和建议的方法。在第四节中，给出了评估程序和实验结果，第五节是整体的总结。

**技术背景**

**离散小波变换（DWT）**

信号的连续小波变换（CWT）是对信号与小波函数的标度及移位形式乘积的积分，定义为：(编号)

其中和分别称为缩放和移动参数。在每个可能的尺度上计算小波系数是一项代价非常高的计算任务。相反，如果尺度和位移是基于二次幂，即所谓的并矢标度和位置来选择的，那么小波分析将更加有效。这样的分析由DWT得出，其定义为:

其中和分别替换为和。

Mallat等人提出了一种有效的方案来实施这个方案，即通过将信号通过一系列低通（LP）和高通（HP）滤波器对（称为正交镜像滤波器对）来实现。在DWT的第一步中，信号同时通过LP和HP滤波器，截止频率为采样频率的四分之一。低通和高通滤波器的输出分别称为第一级的近似系数和细节系数。根据奈奎斯特法则，输出信号的频率带宽为原始信号的一半，可以减少两个采样。对于第一级近似系数，可以重复相同的过程来获得第二级系数。在分解过程的每一步，通过滤波使频率分辨率加倍，通过下采样使时间分辨率减半。

**EEG数据及提出的方法**

**EEG数据集**

五套数据集(用A-E表示),每套包含100个持续23.6秒的单通道脑电片段,数据集从德国波恩大学获得。这些片段是在对伪影进行视觉检查后从连续的多通道脑电记录中挑选出来的，伪影可能是由肌肉活动或眼球运动引起的。集合A和集合B由从表面脑电图记录中提取的片段组成, 这些记录是使用标准电极放置方案在5名健康志愿者身上进行的。志愿者在清醒状态下放松，分别睁开眼睛（A）和闭上眼睛（B）。集合C、D和E显示发作间期和发作期癫痫活动的颅内电极记录。集合D中的片段记录于致痫区内，集合C中的片段记录于大脑相对半球的海马结构。C组和D组只包含在无癫痫发作间隔期间测得的活动，而E组只包含癫痫发作活动。

所有的脑电信号都是用128通道放大器系统记录的，使用一个平均公共参考信号[省略包含病理活动（C、D和E）或强眼动伪影（A和B）的电极]。使用12位模数转换器转换这些信号后，数据以173.61赫兹的采样率连续写入数据采集计算机系统的磁盘。带通滤波器设置为0.53-40 Hz（12 dB/oct.）

**提出的方法**

本文采用小波变换对脑电数据集（A、B、C、D、E）进行预处理，利用五级分解将其分解为六个子带信号。根据这些子带信号计算RWE和WEN值，形成特征向量。这些特征作为支持向量机、神经网络、k-NN和决策树分类器的输入，将脑电数据集分类为正常/间歇和发作数据集。所提出的方法的框图如图1所示.

基于DWT的EEG信号预处理

给定脑电信号的采样频率为173.61hz。根据奈奎斯特采样定理，应用的最大有用频率是采样频率的一半。因此，经DWT分解的频带为0-86.81hz。用于带限脑电信号的小波变换是五阶双正交小波变换。

在第一级分解中，整个脑电信号同时通过LP和HP滤波器。滤波器的截止频率是采样频率的四分之一。第一级输出称为cA1和cD1小波系数。根据小波分析理论，采用下采样的方法得到cA1和cD1小波系数，其中cA1对应于0-43.4hz频带，cD1对应于43.4-86.8hz频带。下采样使时间分辨率减半，滤波使频率分辨率加倍。在第二级分解中，从第一级获得的cA1系数被分解为分别对应于0-21.7hz和21.7-43.4hz的cA2和cD2小波系数集。这个过程要重复五级分解。在此基础上，得到了六个系数集cD1、cD2、cD3、cD4、cD5和cA5，它们代表了0-86.8hz的全频段。在这个过程中，在每一级分解后，系数的数目减半。图2示出了该过程的示意图。

相对小波能量与小波熵

通过测量小波系数在不同尺度上的熵，揭示小波系数所承载的信息内容。小波熵是衡量信号有序度和无序度的一种方法，它反映了非线性信号潜在的动力学特性。给定的离散信号在瞬态和尺度处进行变换,其具有高频分量小波系数和低频分量小波系数。信号分量和中包含的信息的频带如下所示:

其中是采样频率。

从不同分解水平的能量是小波细节系数和小波近似系数的能量.

每个分解水平的能量定义如下:

细节系数的平均小波能量定义如下:

其中,是级小波细节系数的个数。

近似系数的平均小波能量,

其中,是级小波近似系数的个数。

然后,经过小波分解,得到信号的总能量如下:

因此相对小波能量(RWE)定义如下:

,可以被看作是时间尺度密度,这位表征不同频段的能量分布提供了信息.小波熵定义为:

**分类**

支持向量机(SVM)

支持向量机对于高维特征向量来说是最重要的多分类技术。支持向量机最初是为二值分类而设计的。支持向量机在特征空间中寻找一个超平面，超平面最大化了该超平面与每个类的最近数据点之间的距离。支持向量机的结构取决于正则化参数和核函数的类型。正则化参数用于控制类之间允许的重叠量。核函数有很多种，包括：线性、多项式、径向基函数（RBF）和sigmoid。这些函数有一个或多个称为超参数的自由参数。为了训练支持向量机，用户必须确定合适的核函数、最优超参数和适当的正则化参数。这个目标通常是通过交叉验证技术来实现的。

前馈-反向传播神经网络

神经网络是一种信息处理系统，由于其具有自学习、自适应性强、鲁棒性强、并行性强等特点，已成为众多研究者的选择。它由许多相互连接的计算神经单元组成。在神经网络中，关于这个问题的知识是通过神经元之间的连接权值分布的。必须训练神经网络来调整连接权重和偏差，以便生成所需的映射。神经网络广泛应用于生物医学领域的建模、数据分析和诊断识别。训练算法是神经网络模型的重要组成部分。一个合适的训练算法，训练过程短，同时获得更好的精度。前馈-反向传播神经网络（FFBPNN）用于对EEG进行分类。函数“newff”创建一个前馈网络并初始化网络的权重/偏差。前馈网络的结构如图3所示：

K-最邻近分类器

K-最邻近算法是一种非参数监督分类算法。k-NN算法是机器学习中最简单的对象分类算法之一。从子训练集中提取的所有特征向量都位于特征空间中。将一个属于测试数据的特征向量与所有已定位特征向量中的大多数k近邻分类。最近邻分类器的性能取决于距离函数和控制邻域体积的邻域参数k的值。距离函数最常见的选择是欧几里德度量。k-NN算法对特征向量的局部分布非常敏感。但是，该算法不需要预先进行训练，因为不需要设置参数值。

决策树分类器

决策树（DT）是一种表示为实例空间递归划分的分类器。决策树由形成有根树的节点组成；这意味着它是一个有向树，有一个称为根的节点，这个节点没有传入的边。所有其他节点都正好有一个传入边。具有传出边的节点称为内部节点或测试节点。所有其他节点称为叶节点、终端节点或决策节点。在决策树中，每个内部节点根据输入属性值的某一离散函数将实例空间划分为两个子空间或多个子空间。在最简单和最常见的情况下，每个测试都考虑一个属性，以便根据属性的值对实例空间进行分区。对于数值属性，条件指的是一个范围。每个叶被分配给一个类，表示最合适的目标值。或者，叶可以持有表示具有特定值的目标属性的概率向量。根据路径上测试的结果，通过将实例从树的根导航到叶来对其进行分类。

决策树学习的工作如下：

* 选择一个属性并对属性制定逻辑测试。
* 分支测试的每个结果，将满足该结果的训练数据子集移动到相应的子节点
* 在每个子节点上递归运行。
* 终止规则指定何时声明叶节点。

使用决策树学习训练的定义：

* 选择：用于划分训练数据
* 终止条件：决定合适停止划分。
* 剪枝算法：预防过拟合。

K-折交叉验证

交叉验证是将数据样本划分为子集的统计实践，这样分析最初在单个子集上执行，而保留其他子集以供随后用于确认和验证初始分析。数据的初始子集称为训练集；其他子集称为验证集或测试集。在K-fold交叉验证中，将原始样本划分为K个子样本。采用K-1子样本作为训练数据，保留单个子样本作为模型检验的验证数据。然后重复K次交叉验证过程，K个子样本中每个样本仅使用一次作为验证数据。然后,将上述过程得到的结果K进行平均以产生单个估计。在本研究中，我们使用默认的5折方案来达到最佳的效能精确度。

统计参数

用灵敏度、特异性和分类准确度三个参数评价神经网络的性能。这些参数的定义如下：

**结果及讨论**

利用DWT将正常、发作间期和癫痫（发作期）脑电数据集的500种模式分解成不同的子带。这些子带的频率范围如下：cA1（0-43.4hz）、cA2（0-21.7hz）、cA3（0-10.85hz）、cA4（0-5.43hz）、cA5（0-2.70hz）、cD1（43.4-86.8hz）、cD2（21.7-43.4hz）、cD3（10.85-21.7hz）、cD4（5.43-10.85hz）和cD5（2.70-5.43hz）。在每一级分解后，小波系数的数目减半，从而大大减少了计算时间。图4和图5显示了典型的正常和癫痫脑电图及其小波系数。

该研究中，能量可以用方程(6)和(7)从从小波细节系数cD1-cD5和小波近似系数cA5中提取。因此，可以根据公式(9)从能量中计算处不同频带的相对小波能量，并在表1中列出。表1表明癫痫信号0-2.70hz子带的RWE()值低于正常和发作间期EEG信号的。数据集E的2.70-21.7hz子带RWE()值高于数据集A、C和D，低于数据集B。癫痫脑电信号(数据集E)的21.7-86.8hz子带的RWE()值高于数据集C、D，低于数据集A、B。因此可以得出结论，癫痫信号比正常和发作间期脑电图具有更多的节律性。根据表1中的RWE值，以下特性可以考虑用来分类：

表2中给出了、、和特性的平均值。使用支持向量机、FFBPNN、k-NN和DT分类器可以用这些特征对正常/发作间期和发作期的脑电信号进行分类。

从表2中可以看出，数据集E的、和特征的平均值高于数据集A、B、C和D。数据集E的特征的平均值低于数据集A、B、C和D。

因此，这些平均值特征的差异也可以用来形成特征向量，这些特征向量可以用来对EEG进行分类。

图6a-b表明癫痫信号在频带(2.7-86.8hz)内的信号能量分布值高于正常和发作间期信号的值。这些数字表明了用于EEG分类的基于()特征的发作期（癫痫）数据、基于(和特征的正常受试者数据以及基于(和特征的发作间期数据间的显著差异。图7a-b表明癫痫信号在0-2.7hz频段内的信号能量分布中的值低于正常信号和发作间期信号。这些数字还显示了不同数据集（即-、-、-、-和-）的特征之间的显著差异。因此，该特征也可用于脑电分类。图8a-b中绘制了数据集A、B、C和D相对于E的特征（）。这些图表明数据集E的大多数值高于数据集A、B、C和D的的值。由此得出结论，与数据集A、B、C和D相比，数据集E更有序。A、B、C、D和E数据集的特征向量之间存在显著重叠。这证明了特征向量不是线性可分的。将、、和特征向量作为分类器的输入，对脑电信号进行分类。

以下情况已进行研究：

情况1：A组vs E组

情况2：B组vs E组

情况3：C组vs E组

情况4：D组vs E组

情况5：A、C、D组vs E组

情况6：A、B、C、D组vs E组

使用matlab软件(版本7.8.0 R2009a)实现了支持向量机和FFBPNN。60%的特征数据被随机选择用于训练，其余40%的特征数据被随机选择用于测试。训练特征用于训练支持向量机和FFBPNN，而测试特征用于验证训练的支持向量机和FFBPNN对于给定的脑电分类问题的准确性和有效性。分别为情况1和情况4，情况5和情况6各自随即生成120、240和300种不同的特征训练模式。本文中FFBPNN使用的结构是：输入层4个，隐藏层6个，输出层2个。所提出的方法的性能是使用三个统计参数计算的，这三个统计参数在表3中列出，用于情况1-6。

在支持向量机的训练和分类中，使用了来自MATLAB生物信息学工具箱的svmtrain和svmclassify函数。支持向量机算法与线性和高斯径向基核函数结合使用。线性核函数的正则化参数（框约束）设置为其默认值C=1。采用高斯径向基核函数（rbf）的支持向量机算法参数，其尺度因子sigma的默认值为1，边界约束值C=10。。60%的特征数据被随机抽取用于训练，其余40%的特征数据被支持向量机测试。该过程重复15次，最大性能参数记录和总结见表3。

本研究中，K-NN用作分类器，MATLAB生物信息学工具箱的knnclassify函数用于分类特征数据。为了降低计算成本，得到最优性能参数，将最近邻参数k的个数从1变为10。欧几里德距离是用来衡量两个物体之间的相似性的另一个参数。采用带最近点连接中断的多数法则来决定如何对样本进行分类。表3总结了使用k-NN对情况（1-6）的最大统计参数。

使用matlab软件(版本7.8.0 R2009a)的统计工具箱实现了决策树。函数treefit和带有默认参数的treeval用于创建决策树和预测响应值。使用这些函数为情况（1-6）获得的最大统计参数汇总在表3中，目前的工作主要有两个缺点。首先，本研究选取的特征向量阶数复杂且难以估计。其次，如果特征向量是线性可分的，则使用支持向量机（线性）会得到更好的结果。如果特征向量不是线性可分的或重叠的，则比支持向量机（rbf）分类器具有更好的分类效果，而线性分类器则不能得到这样的特征。因此，计算复杂度取决于特征向量的性质。这两个因素增加了该方法的计算复杂度。表4比较了用该方法和其他方法对脑电分类问题[12,14,18,19,25和27-37]所获得的分类精度。它代表了所提出的方法与现有方法所得结果的比较。只包括使用相同数据集和相同案例的方法进行比较。用该方法得到的情况1-6的分类准确率优于其他研究者的报道结果。

对于情况1，对于同一数据集，使用本方法获得的分类准确率（96.25%）优于不同研究者[12，14，27和29]报告的结果，这些结果是使用不同的方法得到的，如Subasi[27]的研究，其采用离散小波变换和混合专家模型对分类精度进行评价。

对于情况2、3和4，用本方法得到的分类准确率分别为83.75%、97.5%和97.5%，这是最好的结果。从所收集到的情况来看，只有N.Nicolaou[14]提出了这些情况，并分别得到了82.8%、88.0%和79.94%的准确率，这些准确率是在相同的数据集下，利用置换熵和支持向量机得到的。

对于情况5，用该方法得到的分类精度为95.00%。Lingo的研究[34]中也提出了这种情况，线长特征反映了波形的维数变化，是对信号幅度和频率变化敏感的度量。基于小波变换多分辨率分解的线长特征与神经网络相结合对EEG进行分类，Lingo得到了97.75%准确率。

对于情况6，我们得到的准确率是93.0%，低于Tzallas[31]工作中展示的准确性，在该工作中，作者使用了从时频平面提取的能量分布特征到ANN进行脑电分类， 分类精度为97.73％。 lingo等人获得了99.73％的分类精度[34]，它使用了线长特征作为SVM输入。

**结论**

通过对脑电数据进行小波分解后得到小波系数，相对小波能量（RWE）和小波熵（WEN）可由小波系数计算得出。数据集E的小波熵平均值比数据集（A，B，C，D）的小波熵平均值要高，这证明了数据集E比其他数据集更有序。相对小波能量提供与脑电信号不同频带相关的相对能量信息。本文中，从RWE和WEN中提取四个特征后，利用支持向量机、FFBPNN、k-NN和DT对脑电信号进行分类。该方法对情况1，即正常受试者（数据集A）和发作集（数据集E）的分类准确率分别为96.25%和96.25%。K-NN分类器对情况2进行分类，分类准确率最高为83.75%。FFBPNN对情况3和4的分类准确率均为97.5%。这些是对发作间期数据与发作期数据进行分类的最佳报告结果。这些精度证明了该方法改进的性能。这些结果表明，该方法可作为监测EEG的一种定量手段，并可作为分析癫痫相关EEG信号的有用工具。
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